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Abstract

This paper reviews issues, models, and methodologies arising out of the problems of predicting earthquakes and forecasting earthquake risk. The emphasis is on statistical methods which attempt to quantify the probability of an earthquake occurring within specified time, space, and magnitude windows. One recurring theme is that such probabilities are best developed from models which specify a time-varying conditional intensity (conditional probability per unit time, area or volume, and magnitude interval) for every point in the region under study. The paper comprises three introductory sections, and three substantive sections. The former outline the current state of earthquake prediction, earthquakes and their parameters, and the point process background. The latter cover the estimation of background risk, the estimation of time-varying risk, and some specific examples of models and prediction algorithms. The paper concludes with some brief comments on the links between forecasting earthquakes and other forecasting problems.
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1. Introduction

Natural hazards are assuming ever greater economic importance, not only on a regional but also on a global scale. The growth of major cities in hazard prone areas, and the public anxiety associated with risks to critical facilities such as nuclear reactors, has focused attention on the problems of insurance against natural hazards, disaster mitigation, and disaster prevention.

Within this general area, the earthquake hazard stands out as one of the most intractable. While basic knowledge is available about levels of background risk, nothing yet exists for earthquakes comparable to the warning systems (for all their defects) currently available in respect of floods, hurricanes, and volcanic eruptions.

Twenty years ago there was considerable optimism among scientists concerning the future of earthquake prediction. Many observational studies showed that the occurrence of major earthquakes was preceded, at least on some occasions, by anomalous behaviour in a wide variety of physical variables—some less surprising, such as increases or fluctuations in the frequency of smaller events, but others more surprising, such as anomalous fluctuations of magnetic and electric fields, not to mention anomalous animal behaviour. Out of so many possibilities, there seemed a good chance of
developing reliable precursory indicators which, like rising river levels for flooding, would provide the basis for early warning procedures against earthquakes.

The intervening twenty years have brought a salutary reminder that nature does not reveal her secrets easily. Rikitake (1976) and Mogi (1985) give systematic accounts of the physical phenomena which may be associated with earthquake occurrence, and report on a case-by-case basis some Japanese efforts to use such phenomena in developing earthquake predictions; Chinese efforts are reported by Ma et al. (1990). A recent and somewhat iconoclastic overview is given by Lomnitz (1994). While it is possible to retain, as the present writer certainly does, some measure of optimism in the long-term outcome of such efforts, three major obstacles have become very apparent. First, the process of earthquake formation is complex; as indeed is true of most other forms of fracture. Second, extensive and reliable data on possible precursors of major earthquakes are expensive to collect, and take a long time to accumulate. Third, processes which have their origin some 5, 10 or even 20 km below the earth’s surface are singularly resistant to direct observation. Very accurate instruments for measuring changes of level and tilt of the ground have been put in place, but the fluctuations they reveal are not easily related to the occurrence of major events. Changes may appear before some earthquakes but not before others; or they may appear and stabilize without any major event occurring. Much the same can be said about the other proposed predictors. An impression is beginning to emerge that in seismically active areas, large segments of the earth’s crust are in some sense close to a critical state; small perturbations can produce unexpectedly large effects, even at a distance; energy, stored gradually in a volume of the crust, is released sporadically through a complex network of interacting faults, in patterns that have a fractal rather than a regular character.

The growing recognition of these difficulties has highlighted the need to formulate models for earthquake occurrence in probabilistic terms.

Acceptance of this viewpoint has not come easily to the geophysicists, who, in common with many other physical scientists, have a predisposition to view the world in deterministic terms. A notable exception was Sir Harold Jeffreys who warned, more than fifty years ago, that ‘A physical law is not an exact prediction, but a statement of the relative probabilities of variations of different amounts; ... the most that the laws do is to predict a variation that accounts for the greater part of the observed variation. The balance is called ‘error’ and is usually quickly forgotten or altogether disregarded.’ (Jeffreys, 1939)

Early expectations that earthquake predictions could be made deterministically, or with an error which could be “quickly forgotten or altogether disregarded”, have proved unfounded. The probabilities have come to take a central role. The distinguished contemporary seismologist, Keiiti Aki, wrote recently that ‘I would like to define the task of the physical scientist in earthquake prediction as estimating objectively the probability of occurrence of an earthquake within a specified time, place and time window, under the condition that a particular set of precursory phenomena was observed.’ (Aki, 1989)

As early as 1984, a similar sentiment was built into a protocol of UNESCO and IASPEI (the International Association of Seismology and Physics of the Earth’s Interior) (IUGG, 1984). It recommends, “that predictions should be formulated in terms of probability, i.e. the expectation in the time-space-magnitude domain, of the occurrence of an earthquake”. Later, it elaborates,

‘As prediction develops in the course of continuous monitoring of the region, the expectation may be progressively modified on the basis of further precursory data, or other relevant occurrences so that the prediction process itself becomes continuous. Likewise the performance of the hypothesis can be continuously reassessed. The region being monitored will in general include areas of reduced expectation as well as areas of increased expectation, and the proce-
durability as a whole can, if appropriate, be readily adopted as a basis for designing or modifying earthquake countermeasures in the region.'

Even if deterministic prediction is no longer regarded as a realistic goal, it still casts its shadow over the formulation of prediction and forecasting algorithms. There is often an implicit assumption that the alternative to a deterministic prediction is a deterministic prediction with error. One of the recurrent themes of the present paper is that even this concession may not be sufficient. Rather, somewhat as in quantum theory, one needs to think of an evolving field of probabilities, within which the concept of "the predicted event" loses any precise meaning. The nearest equivalent to a predicted event is a region with very high concentration of probability, but even here the patterns are constantly being modified as new predictive information comes to hand.

The protocol quoted earlier goes on to discuss the special responsibilities which devolve upon authors and journal editors intending to publish a paper which incorporates material equivalent to an earthquake prediction. This is a reminder of the difficulty of divorcing the scientific aspects of research in this area from its social, economic, and political implications. The seismologists had their fingers badly burned in this regard in a well-known incident where a scientific journal published a paper forecasting a major earthquake in the close vicinity of a major city. The local press became aware of this prediction, and drew attention to it, causing some degree of panic. No earthquake in fact occurred, and the scientific basis of the prediction was subsequently discredited, but the incident highlighted the importance of preliminary consultation and scrupulous refereeing before material of this kind is published, even in a scientific journal. For a full account of the event and its implications see Olson et al. (1989).

The incident also highlights a central problem currently facing both scientists and administrators concerned with earthquake prediction: how to proceed in the light of plausible, but not fully statistically substantiated, models or hypotheses? To be "fully statistically substantiated" means here that the proposed prediction procedure should be backed by a sufficient number of directly observed successes and failures to establish its performance at some agreed level. This is more stringent than having general evidence in favour of the theory or model on which the procedure is based, or extrapolating from small events to large ones, or from a retrospective analysis to a prospective one.

There are analogies with the problems facing the medical profession in regard to the use of a promising new drug which still awaits clinical trialing. The rigorous procedures surrounding clinical trials can be compared to the procedures for testing earthquake prediction algorithms proposed in a series of papers by Evison and Rhoades—see, for example, Rhoades and Evison (1979, 1989), Rhoades (1989), Evison and Rhoades (1993). In the clinical trials context, the need for rigorously designed and conducted statistical tests has been found essential to safeguard the public interest. Evison and Rhoades argue that something similar should be required for prospective schemes of earthquake prediction. One difficulty with earthquakes however, is that it could take decades or even centuries to accumulate the information necessary to fully statistically substantiate a proposed method of prediction for great earthquakes. Whether, and under what circumstances, any lower level of verification could be acceptable is one of the key points at issue.

An important recent development has been the decision by the USGS (United States Geological Survey) to publish official assessments of the probabilities of damaging earthquakes affecting different parts of California over specified horizons (see Working Group on Californian Earthquake Probabilities, 1988, 1990). These assessments are intended to represent the best available scientific opinion at the time they are published. However, the basis of their calculations has already been seriously challenged (see Kagan and Jackson, 1991, 1994b). While such challenges may be seen as a necessary and natural part of the evolution of
improved forecasting methods, they highlight the dangers of basing operational decisions on only partially tested hypotheses.

It seems difficult to argue, however, that such calculations should not be made, and that they should not be made publicly available. The problem is rather in finding the proper administrative response to estimates which are admittedly based on provisional hypotheses.

Several authors have recently treated the problem of calling an earthquake alert from a decision-theoretic point of view (see Ellis (1985), Molchan (1991), and the discussion in Section 5 of the present article). They conclude that under quite wide conditions the optimal strategy will have the form "call an alert when the conditional probability intensity [see Section 3 for definitions] exceeds a certain threshold level". Such considerations reinforce the view that the primary task of the scientist concerned with earthquake prediction should be the development of theories and models which allow such conditional probabilities to be explicitly calculated from past information. On the other hand the development of an alarm strategy, including the setting of suitable threshold levels and the actions which should follow an alarm, should not be the responsibility of the scientist, but of a group representing appropriate local and national authorities, with the scientist (not to mention the statistician) in an advisory role.

In the sense of a decision to call an earthquake alert, there have been several examples of successful earthquake predictions, notably in China (see for example, Cao and Aki, 1983). The most famous of these was the Haicheng earthquake of 1975, when the decision to evacuate substantial numbers of people from the city was made less than 24 hours before the occurrence of a major earthquake. Such examples illustrate, from a different point of view, the fact that making an earthquake prediction is a different problem from quantifying the risk. The information available to the Chinese seismologists in Haicheng in 1975 was not very different in kind to what is available to most other seismologists (although the Chinese tend to be more assiduous in collecting and reporting data, and more eclectic in the forms of information they are willing to consider, than their Western colleagues). It appears that the process of quantifying the risk was relatively informal, but took place within an environment that, in this case at least, enabled a bold decision to be taken and acted upon (see Bolt (1988); Lomnitz (1994) takes a more sceptical view of the proceedings).

Decisions to act upon information provided by scientists have been taken in countries other than China. In both Japan and the US, areas have been declared temporary high risk zones where particular precautions should be taken (for example, Mogi, 1985; Bakun et al., 1986). The overall record of such efforts, however, is not impressive. The form of alert has been rather generalised and, in the cases known to me, the predicted event has failed to materialise. In other cases, major events have occurred without any form of alert being issued.

In summary, it must be admitted that attempts to estimate time-varying risks, or to issue earthquake predictions, have so far yielded less of practical value than the long-term/static estimates of average risk used in engineering and insurance applications. The development of building codes and associated zoning schemes, the use of long-term risk estimates as essential input to the design of risk-sensitive structures, and the development of risk estimates for earthquake insurance and reinsurance, have contributed substantially to reducing both human and economic losses from earthquakes. Despite their great potential, earthquake prediction methods have still to reach the stage where they make a comparable contribution.

In the remainder of this article I shall look in more detail at some of the statistical models and methods which have been suggested for estimating both static and time-varying risks. The next two sections give a brief summary of the technical material which is required, first from the seismological and then from the statistical side. The substantive sections are Section 4, dealing with the static risk, Section 5 looking in general at the problem of estimating a time-varying risk,
and Section 6, containing an account of some specific algorithms for earthquake predictions and risk forecasts.

2. Earthquakes and earthquake risk

2.1. Earthquake parameters

We provide first a brief dictionary of terminology used in discussing earthquakes. Bolt (1988) gives an excellent more general introduction to seismology.

**Epicentre:** The latitude and longitude of the projection onto the earth's surface of the point of first motion of the earthquake. Also used, particularly with historical events, as a more general reference to the region of maximum ground motion.

**Depth:** The depth below the surface of the point of first motion, usually at least 2–3 km, and for damaging earthquakes commonly in the range 5–20 km. Depths up to 600 km have been recorded. The three-dimensional coordinates of the point of first motion are also referred to as the *hypocentre* or *focus* of the earthquake.

**Origin time:** The instant at which motion started.

**Magnitude:** A measure of the size of the event, commonly quoted in the Richter scale, derived from distance-adjusted indications of the amplitude of ground motion as recorded on a standard seismometer. As a logarithmic scale is used in this definition, the magnitude is roughly proportional to the logarithm of most of the physical variables related to the size of the event: the energy release, length of fault movement, duration of shaking, etc. One unit of magnitude corresponds to an increase of energy by a factor of about 30. As a unit for scientific work the magnitude has many weaknesses, and in recent years there has been a proliferation of alternative scales and definitions. In one form or another, however, it remains the basic measure of earthquake size.

These five coordinates (epicentral latitude and longitude, depth, origin time, and magnitude) are essential for any statistical analysis of an earthquake catalogue. If any one of these is absent it is not possible to define meaningfully the scope of the catalogue or to assess its completeness or reliability. However, earthquakes are complex events, and in many respects these five coordinates represent only the tip of the iceberg. We shall also have occasion to refer to the following additional aspects.

**Foreshocks and aftershocks:** Smaller events, usually with closely related focal mechanisms, and falling within rather tightly defined regions, occurring respectively before and after a major event, and thought to be directly associated with it, for example with the release of residual stress induced by the main event.

**Focal mechanism:** A description of the orientation of the fault plane and the direction of first motion in that plane, derived from studies of the wave patterns radiated from the focus.

**Seismic moment:** An alternative measure of the size of the event, proportional roughly to the product of the average stress drop over the fault and the area of fault which moves in the earthquake. Its theoretical properties are somewhat better understood than those of the magnitude, and it or the “moment magnitude” derived from it is tending to replace magnitude in theoretical studies, and to some extent also in observational work. In a full treatment (Aki and Richards, 1980) the seismic moment is defined as a tensor.

**Energy release:** Determined indirectly from estimates of the fault motion and stress drop, themselves derived from measurements on the amplitude and character of the wave motion. Roughly proportional to $10^{1.5M+c}$, where $M$ is the magnitude.

**Earthquake intensity:** A characteristic not of the earthquake but of the ground motion it induces at a particular site. It is most commonly measured on the modified Mercalli scale, which for each level of intensity (I–XII) specifies characteristics of the type of motion and the type of damage likely to occur. It is related closely to the maximum ground acceleration (which is used as such in engineering and design studies) but incorporates also elements of duration of shak-
ing, etc. The seismologists' intensity, as described here is not to be confused with the point process intensity, as introduced in Section 3, representing a rate of occurrence.

In fact, full entries in an earthquake catalogue will list a great deal of further information about each event, including the numbers and locations of the stations recording the event; the quality of the estimates of the epicentre, depth, and origin time; any special features or observations; descriptions of observed ground movements and fault displacements; and brief summaries of damage, deaths, and casualties.

2.2. Earthquake statistics

A wide variety of statistical analyses may be carried out on the data listed in a typical regional catalogue. We comment briefly on the distributions of the main parameters (see also Figs. 1–3).

The distribution of epicentres over a geographical region is usually very irregular. On the largest scale this is seen in the clustering of earthquakes along plate boundaries and similar global features, but persists also on smaller scales (Fig. 1). In this visual sense the spatial patterns exhibit self-similarity. This is confirmed.

Fig. 1. (a) Earthquakes with $M \geq 3$ in the main seismic region of New Zealand, 1987–1992. (b) Microearthquakes with $M \geq 2$ in the Wellington region, 1978–1992.
by estimates of the fractal dimension of the source region, which are typically around 1.5 for epicentral maps (for example, Kagan, 1991a; Harte, 1994). In three dimensions the dimension estimates increase to around 2.2.

Frequency of occurrence decreases rapidly below the crust, that is at depths beyond 20–30 km or so, although where the earthquakes are associated with a subducting plate, they may persist within or along the margins of the subducting plate to very great depths (Fig. 2).

The distribution of magnitudes is associated with one of the most striking regularities in earthquake occurrence, the Gutenberg–Richter frequency–magnitude law. This states that magnitudes follow an exponential distribution, and is usually quoted in the form

\[
\text{Frequency of events with magnitude } > M = 10^{a-bM}
\]

(2.1)

where \(a\) is related to the frequency at some reference magnitude and \(b\), the so-called “\(b\)-value”, is usually in the interval 0.7–1.2 and often close to 1. This distribution corresponds to a Pareto distribution for earthquake energies, and has been the subject of many explanations, models, and variations. For one version, and further discussion, see Vere-Jones (1976, 1977) and Bebbington et al. (1990).

It is important for risk purposes to know whether the form of the distribution is maintained for very high magnitudes. The short answer is that it is not. Magnitudes much above 9 are not observed, and would imply a catastrophic rupturing of the earth’s crust. More controversial is the existence of smaller, local, maximum magnitudes associated with the limited energy-storage capacity of local geological structures. The existence of such upper bounds can be critical to the determination of risk estimates at a particular site. Unfortunately, since one is operating in the extreme tail of the distribution,
the data is usually insufficient to distinguish clearly between models for the upper tail, or to estimate at all reliably the value of a possible upper-bound. One form with some theoretical backing (see Vere-Jones, 1977; Kagan, 1991b) corresponds to the energy distribution with tail probabilities of the form

\[ P(\text{energy} > E) = ce^{-aE} \]  

(2.2)

One other pronounced statistical regularity concerns the decrease of frequency with time along an aftershock sequence. This again follows a power law form, and is usually well modelled by a non-homogeneous Poisson process with rate function (intensity) of the form

\[ \lambda(t) = (c + t)^{-\delta} \]  

(2.3)

where \( c \) and \( \delta \) are constants specific to the sequence but usually small, so that the simplest form \( \lambda(t) \propto t^{-2} \), first discovered by Omori (1894), is often an adequate approximation. Again there are many explanations and variations of the model. In a general sense the power law distributions associated with both the Gutenberg-Richter and Omori laws bear witness to self-similar properties of the earthquake process.

2.3. Varieties of risk

The term "earthquake risk" is used loosely in a variety of senses, and we shall attempt to distinguish between these. The principal distinction we shall make depends on whether (like a geophysicist) one is concerned with the occurrence of earthquakes per se, or (like an engineer) with the effects of ground motion, or (like an economic planner or insurance specialist) with the costs of damage. This leads us to make the following distinctions.

(i) The geophysical risk (or earthquake hazard) is the expected rate of occurrence (number of

---

Fig. 2. The depth distribution of microearthquakes in the Wellington region. Same data as in Fig. 1(b) for a cross-section looking 23.5° E of N (corresponding to the transformation \( t = \text{latitude} \times \sin(-30°) = \text{longitude} \times \cos(-30°) \)).
events per unit time) within a prescribed region and over a certain magnitude level.

(ii) The engineering risk is the expected rate of occurrence of exceedances of a specified level of ground motion (measured either in terms of Mercalli intensity or ground acceleration) at a particular site or within a prescribed region.

(iii) The economic risk is the expected losses (in dollar terms), per unit time, from earthquakes affecting a particular city or other specified region.

The reader should be warned that the above is not standard terminology. Terms such as “hazard”, “intensity”, and “risk” are used differently in the seismological, engineering, insurance, and point process contexts. We shall use “risk” as the general term for a probability or expected rate of occurrence of a damaging event. In the seismological context, following the recommendations of UNEP (1980), the geophysical risk would be called the “earthquake hazard” or possibly the “hazard rate”, while the term “risk” itself would be restricted to the product of hazard rate by vulnerability (i.e. amount at risk), this corresponding to an expected loss as in (iii) above.

The above definitions are intended in the first instance as descriptions of the long-term average, static, or background risk. However, they can also be applied to time-dependent risks, but in this case must be thought of as instantaneous values, predicted or interpolated using some appropriate model structure, and conditional on relevant prior information.

In all cases we have chosen to make the definitions in terms of rates (expected numbers
per unit time) rather than probabilities. One of the difficulties in using probabilities directly is that they are tied to specific and essentially arbitrary intervals or windows. Standardising the time interval, in order to facilitate comparisons, is tantamount to working in rates, at least if the time interval is small.

Working in rates also avoids a premature commitment to a specified model. Most engineering and insurance applications use static background rates, and these can be estimated from simple average frequencies. The probabilities, on the other hand, have to be calculated assuming either the Poisson model or some alternative to it, introducing what may be gratuitous assumptions concerning the model. Of course, some commitment to a model will ultimately be needed, in order to develop predictions, but even here, statements in terms of expected rates rather than probabilities facilitates comparisons.

The ratio between a local short-term rate and the long-term background rate we shall call the risk enhancement factor (Kagan and Knopoff, 1977; Vere-Jones, 1978). It is analogous to the probability gain of Utsu (1979, 1983) and Aki (1981), which is a ratio of the probabilities for some agreed region and observation interval; the probability gain reduces to the risk enhancement factor when the intervals are small. Other terms used are the risk refinement factor (Rhoades and Evison, 1979) and hazard refinement factor (Evison, 1984). Depending on circumstances, the risk enhancement factor may be greater or less than one; in the latter case we may also talk about the risk reduction factor. For risk forecasts to have significant practical consequences, such factors need to reach an order of magnitude or so.

There is an important logical progression between the three types of risk defined above.

The geophysical risk is the province of the scientist and the main focus of the present paper. It relates directly to the physical processes causing earthquakes.

Estimates of the engineering risk can be derived from estimates of the geophysical risk. Granted the occurrence of an earthquake of a particular size at a particular source, “attenuation factors” can be used to estimate the amplitude of ground motion at a particular site. The overall risk at the site can then be obtained by summing (integrating) the contributions from different possible sources. Additional complexities arise from the effects of soil conditions (micro-zoning), the focusing effects of local topography or geological structures, the frequency content of the seismic waves, directional effects, etc. A standard reference to this stage is Cornell (1968); see also Cornell (1980), Vere-Jones (1983), Veneziano and Van Dyck (1987).

The final stage uses the estimated levels of ground movement to forecast the extent of damage to particular types of structure and hence to estimate the economic losses in dollar terms. This stage is fraught with even greater uncertainties than the other two. The usual approach is to try and estimate “damage ratios” for a given type of structure subjected to a given level of shaking. These represent the cost of damage as a proportion of the value of the structure. Expected losses can then be estimated by multiplying values by damage ratios and summing over the different structures at risk. Dowrick (1991) and Dowrick and Rhoades (1993) present detailed analyses of damage ratios arising in a recent New Zealand earthquake.

Even when these primary losses have been estimated, there remains the problem of losses due to secondary effects, particularly fires. These are yet more difficult to assess, and more variable, than those associated with the direct effects of the ground motion. In practice, simulations generally offer the best way of combining models for the geophysical and engineering risk with the particularities of a given portfolio, and are already widely used in the insurance and reinsurance industries (for example, Rauch and Smolka, 1992).

For the remainder of this article we shall concentrate on the problems of forecasting the geophysical risk. It is the centre of scientific effort in this field, and is where the modelling component originates. In reality, however, the three aspects cannot be fully separated, but together form part of a tangled web of scientific,
engineering, economic, political, administrative, and social issues.

3. The point process framework

To develop and compare the performances of particular models of earthquake risk, it is essential to have available a sufficiently extensive and flexible theoretical framework. For the geophysical risk in particular, the natural framework is that provided by the theory of random point processes. This is a point of view I have long advocated (see for example, Vere-Jones, 1970, 1978), but it has yet to be fully exploited in the field of earthquake prediction. One reason may be that not only are probabilistic methods in general relatively new to earthquake prediction, but point processes in particular require different forecasting procedures to those commonly used in other branches of time series. Traditional time series methods are based on the linear predictions which are optimal for Gaussian processes. Forecasting the time to the next event is essentially a non-linear problem, however, and the distributions involved are often far from Gaussian. None the less quite general and flexible methods of forecasting point processes are now available, closely related to the "Cox regression methods" (Cox, 1972) used in reliability and other contexts for modelling the effects of external factors on life distributions.

In this section we provide an introduction to the most important ideas needed to develop forecasting procedures in the point process context. There are many texts on point processes which can be referred to for further details – see, for example, Cox and Lewis (1966), Snyder (1975), and Cox and Isham (1980) for modelling aspects, and Bremaud and Isham (1980) for the background theory. Snyder and Bremaud as well as Karr (1986), Kutoyants (1984) and Daley and Vere-Jones, all give accounts of the conditional intensity concept, which is central to the development both of forecasts and of simulations.

The point process context is relevant so long as the origin times can be treated as time instants, with which the other variables can be associated. One then has a choice of treating the process as a point process in time (one dimension), in time and space (three or four dimensions), or quite generally as a marked point process in time, the mark for each event containing information about all the other parameters it is desired to include in the study.

To develop a point process model it is necessary in principle to specify consistent joint distributions for the random variables \( N(A) \) counting the numbers of events in subsets \( A \) of the chosen phase space (time, time \( \times \) space, time \( \times \) mark). The process is stationary in time if these joint distributions remain invariant under simultaneous and equal shifts of the sets \( A \) along the time axis.

The first and second moments of the random variables \( N(A) \), are given by the set functions
\[
\begin{align*}
    m(A) &= E[N(A)] \\
    m_2(A \times B) &= E[(N(A)N(B))],
\end{align*}
\]
and play a specially important role. In the special case of a stationary point process in time alone, there exists a mean rate \( m \) (assumed finite and non-zero) such that
\[
m(A) = m|A|
\]
or, in infinitesimal notation
\[
E[dN(t)] = m.dt
\]
where \( |A| \) is the length (Lebesgue measure) of the set \( A \). The second order properties of such a process are most conveniently stated in terms of a covariance density \( c(\tau) \) defined loosely by
\[
Cov(dN(t), dN(t + \tau)) = [c(\tau) + m\delta(\tau)] dt d\tau.
\]

Here the delta-function term \( m\delta(\tau) \) arises from the point character of the process, which implies that \( E[dN(t)^2] \) is of order \( dt \), whereas \( E(dN(t)dN(s)) \) is of order \( dt ds \) for \( t \neq s \).

It is possible in principle to develop a second order prediction theory based on these concepts, (see, for example, chapter 11 of Daley and Vere-Jones, 1988) analogous in many ways to the second order prediction theory for continuous processes. It is useful, however, only for problems in which the time scale is large compared
with the mean interval between events. Distributions of the number of events \( N(A) \) then become more closely Gaussian, and the linear predictions which derive from the second order theory become closer to optimal. This is emphatically not the case for predicting the time to the next event. Here it is more natural to focus on the sequence of time intervals between events, which will also be stationary, and to attempt to forecast the length of the current interval.

An immediate difficulty is the need to take into account the time which has already elapsed since the occurrence of the last event. If the intervals are presumed independent (i.e. form a renewal process) then one can work from the conditional distribution of the remaining lifetime, given the time already elapsed. This distribution is most conveniently represented in terms of the hazard function \( h(t) \), defined for lifetimes (i.e. interval lengths) by

\[
h(t) = \frac{f(t)}{1 - F(t)}, \tag{3.1}\]

One then has

\[
P(\text{life time} > t + \tau | \text{life} > t) = \exp \left\{ - \int_t^{t+\tau} h(u) \, du \right\}
\]

from which the expected residual lifetime, or any other characteristic of the distribution of the time to the next event, can be computed.

For a process of independent intervals, the hazard function embraces all the information about the structure of the process needed for predictions. In the general case this hazard function has to be conditioned, not only by the time since the last event, but by any additional information concerning the past history that may affect the distribution of the remaining time. It then becomes nothing other than the conditional probability intensity, or conditional intensity function

\[
\lambda(t | \mathcal{H}) \, dt
\]

\[
= E[\, dN(t) | \text{past history} \, \mathcal{H}, \text{up to time} \, t]\].
\]

More generally, for a marked point process in time

\[
\lambda(t, M | \mathcal{H}) \, dt \, dM
\]

\[
= E[\, N(dt \times dM) | \text{past history} \, \mathcal{H}],
\]

where the past history may now include information about the marks \( \{M_i\} \) (each of which may be a vector), as well as the times of past events. In fact it is possible to define the past history even more generally, to include information about external variables, or processes evolving in time in parallel with the point process being studied. The crucial problem is to determine how the conditional intensity depends on such past variables. This requires both physical and mathematical insights, and might be considered a crystallisation of Aki's concern that the scientist endeavour to find objective means of calculating probabilities of occurrence conditional on given precursory information.

Recognition of the crucial role of the conditional intensity function was a major turning point in the study of point processes, and may well be so for earthquake prediction also. Among its key properties are the following, where for simplicity we return to the one-dimensional case and contract the notation to \( \lambda(t) \).

(i) A knowledge of the conditional intensity function, as an explicit function of the past, completely defines the probability structure of the process.

(ii) The log likelihood of a realisation \( (t_1, ..., t_N) \) in the time interval \( [0,T] \) is given by

\[
\log L(t_1, t_2, ..., t_N) = \sum_i \log \lambda(t_i) - \int_0^T \lambda(u) \, du.
\]

(3.3)

This representation is of great importance because (under suitable regularity conditions: see Ogata (1978)) it allows the full machinery of likelihood methods to be used with conditional intensity models, including not only the standard estimation and hypothesis testing methods, but
also likelihood-based model selection criteria such as AIC (Akaike, 1974; Sakamoto et al., 1983).

(iii) If $T^*$ denotes the time to the next event, one can write

$$P(T^* > \tau) = \exp \left\{ - \int_0^\tau \lambda^*(u) \, du \right\}$$  \hspace{1cm} (3.4)

where $\lambda^*(u)$ is obtained by extrapolating $\lambda(t|\mathcal{F}_t)$ forward from $t$ to $t + u$ under the assumption that no further event occurs in $(t, t + u)$.

(iv) The above result allows $\lambda(t)$ to be used as a basis for simulations, in particular for simulation forward given a past history $\mathcal{F}_t$. One then uses (iii) to generate a value of $T^*$, adds the occurrence of the event at $t + T^*$ to an updated history $\mathcal{F}_{t+T^*}$, and repeats the simulation. For further details and alternative methods see Ogata (1981) and Wang et al. (1991).

(v) The differences $dN(t) - \lambda(t) \, dt$ integrate to form a continuous time Martingale. The conditional intensity therefore provides a link to the Martingale properties which have been of key importance in other branches of stochastic process theory. See the references cited earlier, especially Bremaud (1981) or Karr (1986), for further details and a more rigorous treatment.

(vi) In the special case of a stationary Poisson process, $\lambda(t)$ reduces to a constant $\lambda = m$ independent of the past. This is the “lack of memory” property of the Poisson process: it has a constant risk, irrespective of the past occurrence or non-occurrence of events.

It is very important for the applications to earthquakes that these results extend in a natural way to marked point processes (the background theory is in Jacod, 1975). In particular, the likelihood for a set of observed occurrences $(t_1, M_1), (t_2, M_2), \ldots, (t_N, M_N)$ over the time interval $(0, T)$ and a region of marks $m$ becomes

$$\log L[(t_1, M_1), (t_2, M_2), \ldots, (t_N, M_N)] =$$

$$= - \sum_{i=1}^M \log \lambda(t_i, M_i) - \int_0^T \int_0^m \lambda(u, m) \, du \, dm.$$

(3.5)

The forecasting and simulation properties also generalise in an obvious way, at least if the total intensity, $\int_0^T \lambda(t, m) \, dm = \lambda(t)$ remains finite. To simulate the process, for example, one may generate first the time $T^*$ to the next event of any kind, using $\lambda(t)$ in place of $\lambda(t)$ in (iii) and (iv) above. A value of $M$, say $M^*$, can then be generated from the density $f^*(m) = \lambda(t + T^*, m)/\lambda(t + T^*)$. Adding the generated pair $(t + T^*, M^*)$ to the history, one can then repeat the exercise, and so continue. Practical difficulties can arise near the boundaries, where information may be missing, or in the extension to models with infinite total rates, but even in such cases the simulation can generally proceed with some approximations.

Such simulations provide a comprehensive view of the future of the process, from which it is possible to estimate the distributions for any quantities of interest, such as the time to the next event with a mark in some specified subset, the expected numbers of events within specified time and mark boundaries, etc.

A final extension, also of considerable importance, is to situations where the conditional intensity depends on external variables as well as the past history of the process itself. In the earthquake context such external variables could include the coordinates of any precursor events, or the values of physical processes evolving concurrently in time. Within a comprehensive model, such variables would be modelled jointly with the point process. When a comprehensive model is not available, it may still be possible to develop explicit expressions conditional on the values of the external variables, much as is done in the Cox regression models referred to earlier (see Cox, 1972, 1975).

The formal simplicity of these extensions should not be allowed to disguise the fact that developing and fitting models in higher dimensions is never a simple task.

4. Estimating the background risk

As we indicated in Section 2, most engineering and insurance applications are based on esti-
mates of the long-term or background risk, assuming implicitly that the underlying processes are stationary. In this section we examine in somewhat greater detail the questions posed by estimating such rates. Even if one's concern is more with the time-varying rates, the background rates are important as a reference against which short-term fluctuations can be gauged.

4.1. Sources of data

A fundamental question which arises in this context concerns the most appropriate source of information. There are at least four as listed below.

(i) Information from current instrumental catalogues.
(ii) Records of historical earthquakes.
(iii) "Paleoseismological" evidence of large fault movements preserved in peat bogs, stream offsets, uplifted terraces, etc.
(iv) Measurements of the relative motions of plate boundaries, from both geological and geodetic sources.

Each of these sources has its own weaknesses as a basis for estimating the occurrence rates of major damaging earthquakes. The catalogue records are generally too short to allow for direct estimates of the rates of large events, while extrapolation from the rates for smaller events begs the question of whether the relative rates remain constant. The records of historical earthquakes are rarely complete, being subject to the vicissitudes of war, changing regimes, shifting trade routes and population centres, and to considerable uncertainties concerning magnitudes. The data from "fossil" earthquakes are restricted to major events causing large, permanent ground movements. This leaves unanswered any questions concerning smaller events, which may be highly damaging on a human scale but not yet large enough to produce fault breaks. It is also difficult to establish whether the movement really occurred in a single large event. Finally, use of the rates of plate motion raises unresolved issues concerning the proportion of that motion that is taken up by earthquakes, and how the motion is divided when it is spread over a network of faults and a long period of time.

The fundamental dispute, which has persisted now for over half a century, and casts its shadow also over methods for earthquake prediction, is between the geological and seismological evidence; whether the major risk is associated with events on major, identified faults, or is more widely distributed as the seismological records of smaller events tends to suggest. The methodologies appropriate to these two situations are widely different, and we consider each context briefly below, starting with the seismological approach. A final subsection looks at the role played by the Poisson model.

4.2. Estimating background rates from the catalogue data

This topic is of importance in its own right. It encompasses not only questions about time rates, but also about estimating the parameters in the frequency magnitude law, estimating and displaying the spatial distribution of seismicity, and investigating possible spatial variations in the distribution of magnitudes. In most of this work it is tacitly assumed that we are dealing with a model of "distributed seismicity"—that magnitude and space distributions have smoothly varying density functions which can be estimated by suitable averaging procedures.

To focus ideas, consider first a general stationary, marked, point process in time, with finite overall rate \( m \) say. In our context, \( m \) would be interpreted as the overall rate of events lying within a defined observation region and over some threshold magnitude \( M_0 \). For any measurable subset \( C \) of the mark space (i.e. earthquakes falling within a given space and magnitude window) one can define also the average rate \( m(C) \leq m \) of events with marks falling into \( C \). It is clear that \( m(C) \) is additive over disjoint subsets of the mark space, so that the normalised set function

\[
P(C) = \frac{m(C)}{m}
\]

defines a probability distribution over the set of marks. It may be called the stationary mark.
distribution. In our context it will be a joint distribution of magnitude and epicentre. The aim is to estimate, not merely the overall rate $m$, but the set function $m(C)$ or $II(C)$.

For example, if the epicentral coordinates are ignored (data is pooled for the whole region), the resulting Gutenberg–Richter relation may be regarded as defining the (marginal) stationary distribution of magnitudes. As a probability distribution it is usually written in the form

$$P(\text{Mag} > M | \text{Mag} \geq M_0) = 10^{-b(M - M_0)}$$

where $M_0$ is the threshold magnitude. Alternatively, multiplying both sides by the overall rate gives

Frequency of events with $\text{Mag} \geq M$ = $10^a \cdot 10^{-b(M - M_0)}$,

where $10^a = m$ is the overall rate of events with $\text{Mag} \geq M_0$. The parameters $a$ (or $m$) and $b$ can be estimated very straightforwardly from

$$\hat{a} = \log_{10} \left( \frac{N}{T} \right)$$

where $N$ is the total number of events with $M > M_0$, $T$ is the time interval covered by the catalogue, $M$ is the average magnitude of events with $M > M_0$. Both estimates are method of moment estimates, and are also maximum likelihood estimates under the assumption that events are occurring randomly and independently in time. Some care has to be taken over details such as rounding of magnitude values (see for example, Vere-Jones, 1988).

As mentioned in Section 2 there is a considerable literature devoted to variants on the simple Gutenberg–Richter relation and the closely related question of whether or not there exist local upper bounds for the magnitudes. Space precludes entering into details, but if the simple Gutenberg–Richter form appeared inadequate, one might use a truncated (censored) exponential if the truncation point had been determined a priori on geophysical grounds, otherwise a 2-parameter form such as (2.2).

Somewhat analogous questions arise in estimating the spatial distribution of epicentres, which form the spatial component of the mark. Here, however, a parametric form is unlikely to be useful, and some form of non-parametric or semi-parametric estimate will generally be necessary. A range of non-parametric density estimation methods is now available (see, for example, texts such as Silverman, 1986; Stoyan et al., 1987; Ripley, 1988). The methods have been reviewed from the perspective of earthquake catalogues in Vere-Jones (1992). With one caveat (see below) they represent standard 2- or 3-dimensional procedures. A simple, and generally quite adequate, procedure, is that of kernel estimation. Here the spatial intensity (rate per unit time and area) at a point $x$ is estimated by an expression of the form

$$\hat{\lambda}(x) = \frac{1}{T} \sum_i k_h(x - x_i)$$

where $T$ is the time span of the catalogue, the $x_i$ are coordinates of the events in the catalogue (now lumping together the magnitudes) and $k_h$ is a 2-dimensional, usually isotropic, probability density with a variable scale parameter $h$ (such as the standard deviation if $k$ is taken to be isotropic normal). The corresponding probability density is obtained by dividing by the overall rate $m = N/T$. In either case the crucial decision is the choice of the bandwidth $h$, to give an optimal compromise between bias (caused by over-smoothing, $h$ too large) and variability (caused by under-smoothing, $h$ too small).

The caveat concerning the earthquake applications relates to the assumption of independent observations which is incorporated into the standard recommendations for the choice of $h$. In the present context, time and space clustering represents a departure from this assumption which needs to be examined with some care. The aim should be to smooth over ephemeral clusters (which die away with time and are not repeated at the same location) but to preserve local regions of high intensity which persist over time. A rather crude approach to this problem, suggested in Vere-Jones (1992), is to choose $h$ by a “learning and evaluation” technique, smoothing the first part of the catalogue with a given $h$, and scoring the pattern so obtained with the data in
the second part, finally choosing that \( h \) which gives the best score. See Kagan and Jackson (1994a) for a further application.

Alternatives to kernel estimation are the use of orthogonal expansions, and the use of splines. We refer to Vere-Jones (1992) for further details. An example of the application of more sophisticated techniques (Bayesian spline fitting procedures) is given by Ogata and Katsura (1988).

Whichever method is used, once estimates \( \hat{\lambda}(x) \) are available for a given location \( x \), standard routines can be used to evaluate \( \hat{\lambda}(x) \) on a grid of points over the observation region, and to produce 3-D or contour plots from these. Indeed, ad hoc methods of this kind have long been used by seismologists and earthquake engineers to produce contour plots, not so much of the geophysical risk, but of the engineering risk. These are most commonly displayed as contour plots of the intensity or ground acceleration likely to be exceeded with a given low probability, in a given period, or conversely as contour plots of the expected return time for a given level of shaking. See, for example, Algermissen et al. (1982) and Basham et al. (1985). A series of more recent examples, which illustrate different approaches and technical points, is contained in Berry (1989).

An important issue of principle is whether the spatial distributions for low magnitude events are similar to those of high magnitudes, or, equivalently, whether \( b \)-values vary with space. For these purposes the joint distribution of epicentral location and magnitude is needed. From a computational viewpoint, the easiest approach is probably to write the joint rate in the form

\[
\lambda(x, M) = \lambda(x)f(M|x)
\]

where \( f(M|x) \) is the conditional density for magnitudes, given a location \( x \), and \( \lambda(x) \) is the marginal epicentral intensity. Assuming \( f(M|x) \) retains the exponential form, estimating \( f(M|x) \) reduces to the problem of estimating spatial fluctuations in the parameter \( b \), which can be regarded as a problem of non-parametric regression. This is the more obvious in that the estimate \( \hat{b} \) is the reciprocal of mean magnitude, so that tracking the variation of \( \hat{b} \) as a function of \( x \) is equivalent to tracking the behaviour of the mean magnitude \( (M - M_0) \) as a function of \( x \). Once again there is a family of procedures available, including versions of the kernel and spline procedures. The kernel estimate, for example, takes the form

\[
\hat{b}(x) = \frac{\sum k_h(x - x_i)}{\sum (M_i - M_0) k_h(x - x_i)}
\]

representing the reciprocal of a weighted average of the magnitudes, with the weights decreasing as a function of distance from \( x \). Again Vere-Jones (1992) gives further details, while Ogata and Katsura (1988) give an example using a Bayesian spline approach.

### 4.3. Rate estimates from the fault model

The main alternative to a spatially distributed model is to assume that events are restricted to a network of more or less well-identified faults. There are two lines of evidence supporting this point of view. The first is the abundant evidence associating fault movement with the occurrence of large earthquakes. The second is the more recent evidence quoted in Section 2 that the fractal dimension of the source region of earthquakes, even when calculated from catalogue data, is significantly below the nominal dimension of earthquake epicentre maps. Such results might be expected if events were concentrated on a network of fault planes, but the interpretation is not completely transparent and other explanations may also be possible.

Many procedures for estimating the engineering risk are based on identifying major active faults and estimating the mean return times for major events on each. Recently this view has been narrowed by supposing that any given fault or fault segment is characterised by events of a particular magnitude (or slip). The main evidence for this “characteristic earthquake” hypothesis comes from the records of “fossil” earthquakes, as outlined in Section 4.1. It has several times been suggested that the events
recorded in this way appear to be roughly constant in both size and return time (see for example, Sieh, 1981; Schwarz and Coppersmith, 1984). The direct seismological evidence for such a viewpoint is scanty, but reports have been given of similar sequences of events in particular locations (Bakun and McEvilly, 1984).

An apparent objection to such a model is that it contradicts the immense amount of data supporting the usual frequency–magnitude law. One possible response is that the frequency–magnitude law may not reflect the size distribution of earthquakes on a given fault, but the size distribution of faults. This interpretation has the advantage of linking the self-similarity observed at the geographical level to the power law form of the frequency–magnitude law. It is an idea that has been part of the folklore for some time (see for example, Lomnitz' contribution to Vere-Jones (1970) and the author's reply). Since the surface break of a fault may not indicate its real size, while most of the smaller faults would not even reach the surface, the two hypotheses of distributed and fault-linked seismicity may be harder to separate than one might at first imagine.

If the characteristic earthquake hypothesis is accepted, then estimating the background rate of events on a given major fault is reduced to counting the number of events on the fault, and dividing by the time interval. Where the number of events is insufficient, evidence from the plate motion, coupled with some estimate of the likely size of the characteristic earthquake on the fault, provides a second more indirect route. Neither method is very reliable. The major review by Kagan and Jackson (1994b) suggests that current estimates based on these procedures may be exaggerated, and calls into question the whole basis of the characteristic earthquake hypothesis.

4.4. A note on the Poisson model

The reader may be surprised to find this topic left until the end of the section, given that the Poisson model is widely treated as the default option by seismologists, engineers, and insurance workers, and that it figures extensively in nearly all discussions of the engineering and economic risks.

The reason is related to a comment made earlier, that a large part of the discussion can be carried out directly in terms of mean rates, or mean return times, implying that under the assumption of stationary, the exact choice of model is immaterial. The Poisson assumption enters only when it is desired to compute probabilities from the mean rate \( m \), which is then done according to the exponential formula

\[
\text{Prob}(\text{no events in } (t, t + x)) = e^{-mx}.
\]

In fact the probabilities as such rarely play an important operational role. They have become accepted in decisions concerning design at least partly as a matter of convention. Provided the Poisson formula is always used to compute the probability, there is (for a given design period \( x \)) a 1:1 monotonic relationship between rates and probabilities so that in effect the decisions are based on an assessment of rates.

The fact that the Poisson model plays the default role is to be expected. It is the "maximum entropy" model (i.e. making least assumptions in some sense) for a point process with given rates, and arises as the result of many "information-reducing" transformations of a point process (see Daley and Vere-Jones (1988) chapters 9 and 11 for more discussion of these ideas).

In particular, the engineering risk is usually the result of summing the contributions to the risk from a number of near-independent sources. It is well known that the superposition of sequences of events from several independent sources approximates a Poisson process (see for example, Daley and Vere-Jones, 1988). Hence, the combined point process of exceedances of a given level of ground motion at a given site is likely to be closer to Poisson than the component from any individual source region.

Although the effects of departures from the Poisson model would tend to become more pronounced at very small probability levels, the author has argued elsewhere (Vere-Jones, 1983; see also McGuire and Shedlock, 1981) that even
here other errors and uncertainties are likely to swamp those deriving from departures from the Poisson model.

The net result is that while the Poisson model plays an indispensable role in guiding the discussions of risk into sensible channels, it is not usually a critical assumption for operational decisions based on the background risk: if anything it tends to provide a somewhat conservative source of estimates.

This situation, however, alters drastically when we approach the realm of time-dependent risks. The constant risk or lack-of-memory property of the Poisson model is contradicted, albeit in different directions, both by the prevalence of clustering, and by the characteristic earthquake model. Any proposal for earthquake prediction will be measured in the first instance by the extent of its improvement over the constant-risk Poisson model.

5. Time-varying risks – general issues

5.1. An overview

As soon as we enter the domain of time-varying risks, new and difficult issues arise. Some of these are as follows.

(i) Because of the relative paucity of data relating to large damaging earthquakes, direct estimation of the relevant conditional intensities, or conditional probabilities, for such events becomes very difficult. To a much greater extent than for the background risk, estimates of any form of time-varying risk are likely to be strongly model-dependent. The model-based approach takes advantage of model structure to reduce the number of parameters that have to be estimated, thus allowing the existing data to be used more effectively. The corresponding disadvantage is that model-validation becomes a major concern in its own right. Different models, leading to different prediction scenarios, may be supported to a similar extent by the data. At the present time, there is no general agreement as to the most appropriate model to be used for time-varying forecasts of the risk from large earthquakes.

(ii) As we would see it, in an ideal situation, the proper sequence of events would be: first, model development and model validation; second, development of time-varying risk forecasts based on the selected model; third, development of earthquake alerts based on the risk forecasts. The actual situation presents a considerable distortion of this sequence. The main emphasis has immediately jumped to the stage of developing and testing prediction algorithms, often without the development of proper physical or statistical models, and without realistic discussion of the operational use of the predictions. Two main reasons may be suggested for this premature (as it seems to me) emphasis on predictions: the great difficulty of developing physical models; and the social and political pressures on scientists to develop successful prediction procedures.

(iii) The discussion of earthquake prediction is further muddied by ambiguities in just what a prediction means. In some discussions it may mean nothing more than a calculation of probabilities, a forecast of the time-varying risk. By contrast, a formally announced prediction inevitably takes on some of the character of an earthquake alert. Calling an alert, however, is essentially an economic and political decision. The emphasis on developing formal predictions has therefore placed the scientist in the awkward position of trying to carry some of the obligations and responsibilities that more properly belong to local and national authorities.

(iv) The emphasis on validating prediction algorithms, as against the more general procedure of model validation, produces the further danger that the former process may become equated to the latter. However, the optimal procedure for testing a particular algorithm may not be optimal for testing the model on which it is based. Moreover, by highlighting the problem of validating particular prediction algorithms, the possibility may be overlooked that existing models, despite their imperfections, can provide sufficiently reliable guidelines to initiate worthwhile risk-reduction activities.
(v) Some approaches to prediction, in particular the pattern-recognition approach, eschew the idea of models as part of a basic philosophical stance. The aim is to be purely empirical, using only the data and mechanical search procedures to identify and calibrate the thresholds for a prediction algorithm. In so far as they are assessed in terms of frequencies of success or failure (false alarms and failures to predict), such methods are still inherently probabilistic in character. Rather than accepting the prediction algorithm so obtained as a final result, it would seem more sensible to view the variables incorporated in the algorithm as promising ingredients for a more explicit model, and examine them carefully for their possible physical meaning.

(vi) As in the estimation of background risk, there is a need to distinguish between the geophysical and the engineering risk. Earthquake alerts would seem more appropriately based on the latter; the scientist's task, on the other hand, is to produce models for a time-varying geophysical risk. Earthquake predictions run the danger of confusing the two aspects.

(vii) Both the information needed in the prediction, and the kinds of actions to which the prediction may lead, depend strongly on the time horizon of the prediction. It is common in the seismological literature to distinguish at least three main time-scales: short-term and imminent predictions (anything from a few seconds to about a day); intermediate-term prediction (a few days to a few years); long-term predictions (a few years or longer). The implicit focus in this paper is on intermediate- and long-term predictions, although some methodological points may apply more generally.

It will be evident even from this incomplete list that moving to time-varying risks not only sharply increases the model-building difficulties, but has administrative and political overtones which cannot be ignored. In the remaining parts of this section, we shall look at three particular aspects in somewhat greater detail: the problem of calling an earthquake alert; the problem of validating models and prediction algorithms; and the problem of dealing with model uncertainty.

5.2. Calling an earthquake alert as a problem in optimal decision making

Several authors have recently considered earthquake prediction from this point of view, and pointed out that here also the conditional intensity, as defined in Section 3, plays a key role. The ideas were first raised in Ellis (1985), but have recently been considerably generalised, sharpened and extended in a series of papers by Molchan and others (Molchan, 1990, 1991, 1994; Molchan and Kagan, 1992). We present a brief outline of the basic argument.

The class of situations considered is restricted in the first instance to those where only three quantities are needed to describe the cost structure, namely

- the cost per unit time of maintaining the alert
- the cost of a predicted event (i.e. one falling within the alert period)
- the cost of an unpredicted event (falling outside the alert period)

Then over some time interval of length $T$ the total costs have the form

$$S = \alpha l(A) + C_1 N(A) + C_2 N(A')$$

where $A$ is the interval over which the alert is called, $l(A)$ is its length, $N(A)$ and $N(A')$ are the numbers of predicted and unpredicted events respectively, and we assume $C_2 > C_1$.

The aim is to reduce the expected cost to a minimum.

We consider first the special case that the intensity function $\lambda(t)$ is continuous, and non-random, as in the case of a non-homogeneous Poisson process (see Fig. 4).

Suppose first that the period of the alert is to be restricted to a set $A$ with given length $l(A)$. Given $\lambda(t)$ and $l(A)$, how best should $A$ be chosen?

We claim that the optimal choice of $A$ is obtained by gradually increasing the crossing level $k$ (see the figure), thus decreasing the length of the interval on which $\lambda(t) \geq k$, until this length is just equal to the prescribed value $l(A)$. 
Fig. 4. Schematic diagram for calling an alert. The curved line is the intensity $\lambda(t)$; for a given length of the alert period, the area under the curve is maximised by lifting the horizontal line until the intercepted length is just equal to $T$.

The fact that this gives the optimal choice hinges on the equation

$$E[N(A)] = \int A(t) \, dt;$$

As for the optional value of $l(A)$, or equivalently of the critical threshold $k$, this is easily discovered by taking expectations of the cost equation and rewriting it in the form

$$E[C] = C_2 \int_0^T \lambda(u) \, du + \int_A [\alpha - (C_2 - C_1)\lambda(u)] \, du$$

The first term on the RHS is fixed. The maximum of the second term is achieved where $A$ is taken to be the set

$$A = \{u : \alpha - (C_2 - C_1)\lambda(u) > 0\}$$

This corresponds to taking $k = \alpha(C_2 - C_1)$. In other words, gains are to be expected from calling an alert as soon as the expected savings per unit time from calling the alert exceeds the expected cost per unit time of maintaining the alert. Since the expected saving per event $(C_2 - C_1)$ is typically several orders of magnitude greater than the cost per unit time of maintaining the alert, the critical value of the intensity $k$ can be quite small.

The same type of consideration carries over to the case where the intensity $\lambda$ depends on space as well as time, or is even random (i.e. a conditional intensity). In the latter case a sample-path regularity condition (ensuring “predictability” of the set $A$ where $\lambda(t) > k$) is needed to maintain the validity of the discussions. For these and further ramifications we refer the reader to Molchan (1994).

5.3. The validation of models and predictions

Model testing is not difficult once the models have been specified in terms of conditional intensities. As we saw in Section 3, the likelihood of such a model can be written out explicitly, using either (3.3) or its extension to marked point processes (3.5). The usual range of likelihood-based techniques then becomes available. Two fully-specified models can be compared by using the likelihood ratio as the test-statistic, an excellent illustration being given in Evison and Rhoades (1993). Significance levels may not be easy to write down exactly, but at the worst they can be found approximately by simulation. Where the models are nested, the usual $\chi^2$ likelihood ratio test will often be applicable. Likelihood methods can even be applied when the processes depend on external variables which are not incorporated as part of the model; taking these values as given then yields a partial or conditional likelihood which can still be used as a basis for inference (Cox, 1975). However, this approach may create problems for predictions, since the model does not include a description of how to predict forward the external variables.

Even where models are not nested, the likelihood-based AIC procedure can still prove useful in model selection; Vere-Jones and Ozaki (1982), Ogata (1983, 1988), Zheng and Vere-Jones (1991) are among many papers making use of this approach to compare models in the seismological context. This procedure is not intended for model-testing in the Neyman–Pearson sense, but for selecting the model most likely to prove practically effective in a prediction or decision-making context. In fact this is a situation closer to the reality of earthquake prediction than the idealised context envisaged in the Neyman–Pearson scheme.

More commonly, in the context of earthquake predictions, it is required that a particular model be developed to the stage of an explicit algorithm for calling a prediction or earthquake alert. Then the algorithm itself is tested by
recording, for a data set not used in developing the model, the numbers of successful predictions, failures to predict, and false alarms, and comparing these with the numbers that might be expected on the basis of a simple null hypothesis, usually that of a stationary Poisson process.

As mentioned earlier, exclusive reliance on testing prediction algorithms has several weaknesses as a general prescription. It leads too easily to the validity of the model being judged by the success or otherwise of the particular prediction algorithm. The prediction, however, is based on specific thresholds—ideally, as discussed in the previous section, on thresholds stated in terms of the conditional intensity. It may be quite possible for a model to be valid, but for the prediction to fail through a wrong choice of threshold, or to be suspended because for a given threshold, there is insufficient data to give significant results—a probable outcome when the predictions are tested on large events.

This approach also introduces, to some extent gratuitously, the technical problem of developing statistical procedures for testing prediction algorithms. A common problem is that successive events may not be independent, so that the simplest analysis, assuming successes and failures form independent Bernoulli trials, may be misleading. Rhoades and Evison have explored this issue in some depth (see, for example Rhoades, 1989; Rhoades and Evison, 1979, 1993).

In their analyses they generally suppose that specific precursors are available in the form of signals or alerts which occur as associated point processes. A more general approach may be needed if the physical variables incorporating the predictive information are themselves continuous. In such a case it is not obvious that first converting these signals into discrete forms, by setting thresholds, will generate optimal procedures, nor is it obvious, if such conversions are used, how optimal thresholds should be chosen. Moreover it would seem difficult to discuss such questions without the existence of a joint model for both the earthquakes and the associated processes, in which case the joint model itself should be tested, before any algorithms based on its use are developed.

As against this, it can be claimed that in any application of such importance, the performance of the final prediction algorithm needs to be checked directly, and independently of any earlier validations of the model. Kagan and Jackson (1991, 1994b) have rightly pointed to the difficulty of ensuring that the initial choice of data, especially threshold levels and geographical boundaries, does not have the effect of favouring (not necessarily wittingly), the data that best supports the model, thereby introducing a bias in favour of the model. Rhoades and Evison (1989) point to the need for a careful distinction between subjective and objective stages of developing a scientific model, and demand that the model verification stage be free of subjective elements. Even with the best intentions, however, it is hard to avoid all forms of bias, so that continuing evaluation of the model and associated algorithms, on new data, in actual use or in conditions as close as possible to actual use, is ultimately essential.

### 5.4. Dealing with model uncertainty

Even in the most optimistic scenario it seems unrealistic to assume that the model could ever be known exactly. Even if its general structure were known, parameter values would need to be estimated. The number of parameters required to define the model to an adequate degree of precision might also be uncertain. Finally, there might be uncertainty about the model structure. Competing model structures might be supported to a similar degree by the available data, but might lead to different forecasts of the time-varying hazard. What can be said about prediction in the face of such uncertainties?

First of all, it should be emphasised that in this respect earthquake prediction is not different in kind from other forms of statistical prediction. Even in the simplest example of prediction based on a regression, it is recognised that the prediction will be subject to error from two sources: the uncertainty inherent in the randomness of the predicted event itself (deriving ultimately from factors which have not been captured in the model) and that deriving from uncertainty in the
parameters. When predicting a characteristic of
the distribution of the predicted event, such as
its expected value, or the probability of the event
exceeding a certain threshold, the former com-
ponent drops away, but the latter remains.

Exactly this situation applies to predicting
expected values or probabilities associated with
earthquakes. The expected values and prob-
abilities inherit the uncertainties implicit in the
model formulation. Confidence intervals can be
developed for such characteristics, just as for the
model parameters. A Bayesian approach is likely
to be the most flexible, in which the confidence
interval would be derived from the posterior
distribution of the characteristic in question. Nor
is the Bayesian approach limited to situations
where the only uncertainties relate to the param-
eter values within a well-defined model. They
can be extended to situations where the model
itself is uncertain, by giving prior probabilities to
each possible model, developing each model's
posterior probability, and using these values to
weight the posterior distributions arising from
each model separately. The resulting mixture
distribution can be used to define both a point
estimate for the characteristic of interest, and an
associated confidence interval. Indeed, almost
exactly this procedure has been used by the
Working Group on Californian Earthquake
Probabilities (1988, 1990), although the models
they included were restricted to versions of the
time predictable model (see Section 6.2 below).

This raises an important issue. It is implicit in
the guidelines for issuing predictions set out by
NEPEC and other groups that the resolution of
the problem of model uncertainty is seen in
terms of model selection. Out of the many
uncertain candidates presently offering them-
selves, one or two will ultimately show superior
performance, and will be selected as the basis of
real-life prediction schemes.

In fact, this may not be the best approach in
practice. The alternative is to think not in terms
of model selection, but of model combination,
probably using a Bayesian approach as suggested
above. Rather as in the definition of economic-
type indices, a “basket” of models could be
selected, and weighted conditional intensity esti-
mates (or probabilities) prepared on the basis of
these. Each model's likelihood would contribute
to its posterior weighting, and from time to time
the contents of the basket could be reviewed,
dropping out old models that had not performed
well, and replacing them with new ones which
might do better. At any time, the resulting
probability intensity would be available for use
as an input to decision-making and disaster
mitigation procedures. For further discussion of
the problem of combining predictions see, for
example, Clemen (1989).

6. Time varying risks: Some specific algorithms

Despite the massive literature on earthquake
prediction, there are very few candidate pro-
cedures which are based on models from which
conditional intensities or probabilities can be
calculated, and which at the same time have
been tested on data, enjoy some semblance of
credibility, and yield a significant sharpening of
the risk over the Poisson model. Indeed, we
know of none which satisfy these criteria fully. In
this section we describe some of the best-known
and more successful attempts.

6.1. The Hawkes process and Ogata's ETAS
model

In the early 1970s, Hawkes (1971) introduced
a family of what he called “self-exciting” or
“mutually exciting” models, which became both
pioneering examples of the conditional intensity
methodology and models of general utility for
the description of seismic catalogues. Early ap-
plications to such data are in Hawkes and
Adamopoulos (1973), and in the discussion of
the “Klondyke model” in Lomnitz (1974). The
models have been greatly improved and extend-
ed by Japanese authors, especially Ogata, whose
“ETAS” model was recently adapted for the
IASPEI software programme (see Ogata, 1993).
In his hands it has been successfully used to
eulicate the detailed structure of aftershock
sequences (Ogata and Shimazaki, 1984), the
dausal influence of events in one region on those
in another (Ogata et al., 1982; De Natale et al., 1988), the presence of trends and seasonal effects (Ogata and Katsura, 1986), and the detection of periods of relative quiescence masked by a background of decaying aftershock sequences (Ogata, 1992). A general introduction and review of the methodology is in Ogata (1988).

Basically the Hawkes process is a model for clustering, one of the most ubiquitous features of catalogue data. In the simplest context of a sequence of otherwise homogeneous events in time, the intensity takes the form

$$\lambda(t) = a + \sum_{n: t_n \leq t} g(t - t_n)$$  \hspace{1cm} \text{(6.1)}$$

where $a > 0$ is a background immigration term; $g(x) > 0$ represents the contribution to the conditional intensity after a lag of length $x$, and satisfies $\int_0^\infty g(u)du < 1$, and the sum is taken over all events $\{t_n\}$ occurring before the current time $t$. The process has both epidemic and branching process interpretations. Any single event can be thought of as the “parent” of a family of later events, its “offspring”, which ultimately die out but are replenished by an immigration component. Its motivation is essentially pragmatic, although Lomnitz (1974) points out the resemblance to Boltzmann’s original representation of “elastic after-effects” (Boltzmann, 1876) as a linear combination of time-decaying terms. In practice, $g(x)$ is usually given a simple parametric form, such as a finite sum of Laguerre polynomials (Vere-Jones and Ozaki, 1982), or the Pareto-type form used in Ogata’s ETAS model, by analogy with Omori’s law (see Section 2.1).

The model is readily extended to include additional variables. Magnitudes can be incorporated in a marked point process intensity of the form

$$\lambda(t, M) = f(M) \left[ a + \sum_{n: t_n \leq t} h(M_n) g(t - t_n) \right]$$

where $f(M)$ is the marginal distribution of magnitudes (assumed constant and independent of past occurrences—Lomnitz’s “magnitude stability” (Lomnitz, 1966)) – and $h(M)$ is a weighting function which increases rapidly with magnitude (e.g. as $\exp(\gamma M)$ for some $\gamma > 0$).

The extension to “mutually exciting” processes takes the form

$$\lambda_i(t) = a_i + \sum_j \left[ \sum_{n: t_n < t} g_{ij}(t - t_n(j)) \right]$$

where $i = 1, \ldots, M, j = 1, \ldots, M$ are the different components, and $g_{ij}$ for $i \neq j$ are transfer functions which determine the contribution to the risk of type $i$ events from past events $t_n(j)$ in the $j$th component. Ogata et al. (1982) and de Natale et al. (1988) both use this approach to discuss the causal influence of events in one region on the occurrence of events in another. Again, magnitude terms can readily be added to the model.

The final extension is to replace the discrete index $j$ by a continuously variable spatial coordinate $\bar{x}$, which leads to a space–time–magnitude intensity of the form

$$\lambda(t, M, \bar{x}) = f(M) \left[ a(\bar{x}) + \sum_{n: t_n < t} h(M_n) g(t - t_n, \bar{x} - \bar{x}_n) \right]$$

where $a(\bar{x})$ is a spatially distributed immigration or background noise term, and $g(t,\bar{x})$ is now a space–time kernel such as a Gaussian (diffusion) kernel. Further details and examples are given by Musmeci and Vere-Jones (1992) and Rathburn (1993). It is one of the very few examples of a full space–time model. Recently, however, Kagan and Jackson (1994a) have taken such ideas one step further by incorporating not only the location but also the orientation of the fault movement. In other respects their model is similar in spirit to, but different in detail from, the self-exciting models described here.

At present, models of this kind offer the best general purpose description for catalogues of moderate size ($M \geq 4$ or $M \geq 5$) earthquakes. They are amply attested by applications to many different seismic regions. The time–magnitude version of the ETAS model, in particular, has been used very effectively in discussing seismic quiescence and related problems; see Ogata (1992), for example.

The disadvantage of these models from the point of view of earthquake prediction is that the
models have little predictive power. Insofar as 
g(x) is typically a decreasing function, the highest risk is immediately following a past event. As the local activity increases in a region, so does the risk of further events. A typical history for the ETAS model is shown in Fig. 5 (after Ogata, 1988). Of course this feature is not to be read as a criticism of the model. It is either a fact of life, or a reason to look outside the catalogue, or for more particular patterns within it, for more effective precursory information.

6.2. Characteristic earthquakes and the time-predictable model

Recent discussions of earthquake risk in California have been dominated by the “characteristic earthquake” model referred to in Section 4. This model has a very appealing simplicity. Every major fault, or fault-segment, is characterized by earthquakes of a fixed size and frequency. The ideal characteristic earthquake sequence would have identical magnitudes, identical fault mechanisms, and identical time intervals between successive events. In reality some variability is introduced through uncertainties of measurement and perhaps of the physical process itself. This has led to the sequence of interevent times being modelled either as a renewal process, or as a modified renewal process (“the time-predictable model”) in which the time to the next event is taken to be proportional to the size (in terms of observed displacement or slip) of the preceding event. The justification for this last assumption is that the time interval represents the time taken to build up the stress along the fault segment to the critical value needed to rupture that segment again.

Let \( t^*(t) \) and \( M^*(t) \) denote the time and magnitude of the most recent event on the fault,

Fig. 5. A realisation of the conditional intensity from Ogata's ETAS model. The uppermost graph represents the cumulative curve \( \int_0^t \lambda(r)dr \), the middle graph is a plot of the conditional intensity \( \lambda(t) \) itself, and the bottom plot shows the times and magnitudes of the largest events. The plot is produced from software developed by Y. Ogata and T. Utsu for the International Association for Seismology and Physics of the Earth's Interior (IASPEI).
or fault segment, prior to the current time $t$. Then if $h(u|M)$ denotes the hazard function of the time between events, supposing the previous event had magnitude $M$, the conditional intensity function for events on that fault has the form

$$\lambda(t) = h(t - t^*|M^*) \quad (6.2)$$

A detailed working through of this methodology to events affecting California in general, and the San Francisco Bay region in particular, are contained in the two USGS working group reports (Working Group on Californian Earthquake Probabilities, 1988, 1990). The "engineering risk" for a given site is then calculated by summing the risk contributions from each fault segment close enough to affect the site in question: thus the engineering risk (for a specified intensity of shaking) appears as a sum of terms

$$\lambda_E(t, x) = \sum_i \alpha_i(x - x_i, M_i) h_i(t - t_i^*|M_i^*)$$

where the $\alpha_i$ are attenuation factors relating the site to the source $i$ and characteristic magnitude $M_i$ of the $i$th source fault; $t_i^*$ and $M_i^*$ are the time and magnitude of the previous event on that fault, and $h_i(u|M)$ is the conditional hazard function for the $i$th fault.

In the specific formulation preferred by the Working Group, the role of the magnitude is played by the slip (displacement) on the fault and the inter-event distributions are taken to be lognormal, with median proportional to the slip of the previous event on the fault. The justification for the lognormal is indirect, deriving from analogies with inter-event distributions from a variety of seismic sources.

The hazard function for the lognormal distribution increases from zero to a maximum around the median and then decreases back to zero. Possible histories for the conditional intensity on a single fault, and for the engineering risk at a site affected by several faults, are shown in Fig. 6. Both seem to me somewhat counter-intuitive. Note that the latter is closer to constant than the former, as a consequence of adding the contributions from different sources (approximation to a Poisson process).

As mentioned in Section 4, the most serious difficulty posed by this model lies in the fact that it is not rooted in the catalogue of current earthquakes. The evidence in favour of the characteristic earthquake model is largely based on paleoseismological records. Even incorporating historical events, there are rarely more than two or three direct records of events which have affected substantial segments of the major faults. Not only is the general evidence for the model indirect, but its parameters, such as the slip rate and the standard deviation in the lognormal distribution, also have to be inferred indirectly, usually from a consideration of geological and tectonic evidence.

This lack of connection with the seismic catalogue is illustrative of the seismologist's current dilemma. Is it reasonable to assume that the major events follow patterns and processes which cannot be directly confirmed from the catalogues? If so, what is the best method of combining such information with the catalogue data?

One reason for caution with models of this kind, illustrated all too vividly by the recent Northridge earthquake in Los Angeles, is that earthquakes quite large enough to pose a major hazard in human terms, may be insignificant in relation to the still greater events which take up the motion of the plates on a geological time scale. Indeed the third Working Group report, for Southern California, for which drafts are currently in preparation, adapts a mixed philosophy, looking at the risk both from large events along the major faults, and from smaller events in other locations.

6.3. Stress release models

The time-predictable model considered briefly in the previous subsection represents an attempt to capture, in terms of a stochastic model, the underlying idea of Reid's (1910) elastic rebound theory of major earthquakes. The "stress release model" developed in a series of papers by the author and colleagues (see Ogata and Vere-Jones, 1984; Vere-Jones and Deng, 1988; Zheng and Vere-Jones, 1991, 1994) attempts to provide a more general formulation of the same idea.
Fig. 6. (a) and (b) Schematic representations of the conditional intensity from the time-predictable model. (c) The result of superposing the risks from both sources.
This version was developed primarily for analysing regional historical catalogues, for events with $M \geq 6$ or 6.5, that could be considered reasonably complete over a period of 3–4 centuries. Historical catalogues approaching this quality are available from Northern China, Japan, Italy, Iran, and possibly other countries. Here we shall outline a general formulation of the model and contrast the assumptions required to specialise it first to the time-predictable model of the previous section, and then to the model used in the analyses of historical data mentioned above.

The first general assumption is that the probabilities of events occurring within the region (or on the fault) are determined by an unobserved state variable. In the versions of the model which have been developed so far it is supposed that this state variable can be represented by a scalar quantity $X(t)$ which increases linearly between events and decreases instantaneously when events occur. It is not necessary that this quantity be interpreted literally as stress but this is its general character. At any time, $X(t)$ then represents the balance between the accumulated tectonic stress in a region and the amount of stress released through earthquakes:

$$X(t) = X(0) + at - \beta \sum_{n : t_n < t} S_n.$$  \hspace{1cm} (6.3)

Two functions are then needed to complete the description of the model. One is a risk function $\psi(x)$ with the interpretation

$$\psi(x) dt = \text{Prob}\{\text{event occurs in } t, t + dt | X(t) = x\}$$

The second is a density kernel $f(S|x)$ with the interpretation

$$f(S|x) dS = \text{Prob}\{\text{stress release is in range } S, S + dS | X(t) = x\}$$

All such models fall within the more general class of point processes for which the intensities are governed by an (unobserved) Markov process, in this case the process $X(t)$. Indeed, the conditional intensity here takes the form

$$\lambda(t, S) = \psi[X(t)] f(S|X(t)).$$  \hspace{1cm} (6.4)

We are now in a position to examine the differences between the model variants. In the time-predictable model $\psi(x)$ has a singularity at the strength of the fault, say $x_0$: $\psi(x) = 0$ for $x < x_0$ and $\psi(x) = \infty$ for $x \geq x_0$. By contrast, in the regional stress release model it is assumed that $\psi(x) = e^x$, i.e. that there is a “soft” upper limit to the strength of the crust over the region or along the fault.

The more crucial difference, however, is in the form of the frequency-magnitude distribution. In the model for historical earthquakes, it is assumed that a version of the Gutenberg–Richter law is valid. This is converted to a stress release distribution by taking $f(S|x) = C.S^{-\beta}$, with $\beta$ of the order 1.5–2. The time-predictable model, however, was not intended to model catalogue data, but a sequence of events of roughly constant size (slip). Consequently, although magnitudes as such are not explicitly modelled in the Working Group reports, it is implicitly assumed that they are either equal to the magnitude of the characteristic earthquake, or normally distributed about it, leading to the lognormal distribution for the slips or the stress release.

A feature of the regional stress release model is that, although the smaller events make relatively little difference to the stress level and to the pattern of larger events, the generally high risks when the stress state is high gives rise to a form of clustering within the model, even though the episodes involving larger events are spaced out. Some risk patterns for the Northern China region, taken from Zheng and Vere-Jones (1991) are shown in Fig. 7. Because of the exponential form assumed for $\psi(x)$ these have a cusp-like appearance, in contrast to the smoother peaks of the time-predictable model, which derive from the smoother shaped hazard function for the lognormal distribution.

6.4. The pattern recognition approach and the M8 algorithm

For the last two decades, the Russian earthquake prediction group, headed by V. I. Keilis-Borok, V. Kossobokov, and others, has been
systematically exploring the possibility of using pattern recognition methods to develop algorithms for detecting space or time-space windows with heightened probabilities of earthquake occurrence. For example, an extensive series of papers has been published on identifying earthquake-prone locations in different regions of the world; see, inter alia, Gel'fand et al. (1973), Cisternas et al. (1985).

Our concern is rather with the use of such methods to predict "TIPS", or "times of increased probability". The best known of their algorithms of this type is the so-called M8 algorithm. This was the subject of a considerable
furor in 1988, when the Soviet president indicated to his American counterpart that Soviet scientists had predicted a period of heightened risk for Southern California. The US National Earthquake Prediction Evaluation Committee was called into action to meet with the Soviet scientists and consider their predictions (see NEPEC, 1989). No immediate action was taken, but further evaluation of the algorithm continued and a number of reports have since appeared in which the algorithm is described and applied to different regions and with different data sets (see, for example, Brown et al., 1989).

In essence, pattern recognition procedures are a means of automatically sifting through large data sets to discover particular data combinations which occur repeatedly before events of interest, and are therefore to be considered as potential precursors of such events. The procedures generally involve two stages, a learning stage, in which patterns of potential interest are identified, and a selection stage, in which those patterns are selected which "work" with an independent set of data.

The M8 algorithm makes use of four indicators which have been developed and selected over a considerable period. They comprise:

(i) the numbers of main shocks (retained after removing aftershocks by a standard windowing procedure) in a moving time interval of fixed length;
(ii) the rate of change of such numbers;
(iii) a weighted sum of the mainshocks within such a sliding window, where the weight associated with a given event is proportional to a fractional power of the energy release;
(iv) a numerical characteristic of aftershock activity within the moving window, namely, the maximal count of aftershocks from any aftershock sequence within the year preceding the end of the moving time window.

The first three of these indicators are repeated for events with a lower magnitude threshold, giving seven indicators in all.

All seven of these characteristics are then evaluated for a series of circles with fixed diameter (related to the magnitude threshold of the catalogue) and centred on a suitable grid. A TIP is declared for one of these circles when, for three years in succession, at least one indicator from each of the four types (i)–(iv) exceeds its upper p% percentile (where p = 10% for types (i)–(iii) and p = 25% for case (iv)), and not more than one indicator fails to exceed the corresponding threshold. The TIP is declared for a 5-year period. For further details see, for example, Keilis-Borok and Kossobokov (1990a,b).

The authors of the algorithm emphasise its purely empirical character, and disavow the possibility of linking it to a model-based approach, or even to explicit risk forecasts. However, as Ellsworth suggested in the NEPEC (1989) discussion one can obtain a rough indication of the risk enhancement factor associated with a TIP by comparing its predicted number of events (one) with the expected number within the same region and time interval from the background rate. According to Ellsworth this suggests a risk enhancement factor in the range 3–5, which is similar to that given by the models considered in the two preceding subsections. Moreover it might be argued that one of the main values of such an approach is in the clues it gives as to features which may indicate local changes in the risk environment, and which may be worthy of further study. Even as they stand, any or all of the indicators (i)–(iv) could be incorporated as regressands in a Cox-regression type model for the conditional intensity, and this type of modelling could be used to give a more direct evaluation of their predictive power.

6.5. The precursory swarm hypothesis

One particular pattern, of a similar general character to those above, has been investigated in considerable detail. This is the so-called "precursory swarm", a group of intermediate size events, closely grouped in time, space, and magnitude, and followed after some interval by a larger event whose time, space, and magnitude coordinates can be roughly inferred from the characteristics of the preceding swarm. This idea has been investigated in a series of papers of increasing sophistication and complexity by Evison and Rhoades: in particular see Evison
Moreover they have used their experience with this idea to formulate and discuss more general aspects of hypothesis testing as it relates to earthquake prediction; see, inter alia, Rhoades and Evison (1979, 1993), Rhoades (1989).

The following points arise, and are typical of those associated with the testing of precursory phenomena.

(a) An exact definition of the precursory event is needed. In the present case this requires explicit statements of just what may or may not be considered a precursory swarm.

(b) Likewise an exact statement is needed of just what events are being predicted.

(c) The description of the model should include an expression for the probability distribution (e.g. in the form of the hazard function) of the time to the predicted event, after the occurrence of the precursor.

(d) From the information in (a), (b), and (c), a likelihood ratio can then be developed for testing the given hypothesis against the Poisson as a null hypothesis. Note that the likelihood ratio subsumes the information concerning the numbers of successful predictions (precursors followed by appropriate events), false alarms (precursors not followed by an appropriate event), and failures to predict (events not preceded by precursors).

(e) Since the authors advocate a Bayesian approach, updating formulae need to be developed both for estimating the parameters within the model, and for evaluating the likelihood ratio referred to in (d). In general this will include procedures for updating the probabilities that the observed precursors are “valid” – i.e. will be followed by an appropriate event.

None of these points is entirely straightforward. The definitions required for (a) and (b) are to some extent arbitrary, particularly insofar as they involve magnitude or distance thresholds. As pointed out earlier, it is difficult, in such a context, to separate out the problem of testing the model from the problem of testing the thresholds. Here, as in the definition of a “valid” precursor, there may be no clear physical motivation for the thresholds chosen, so that one is back into the pattern recognition mode. In more complex settings, where several types of precursor may be involved, one becomes entangled in the impenetrable logical thicket surrounding the independence relations among the precursors, and between them and the predicted event. The assumptions made here can drastically modify the risk enhancement factor, but may be virtually impossible to verify directly because of the lack of data on the joint occurrence of several of the precursors.

In the simple form of the precursory swarm model described in Rhoades and Evison (1979), the magnitude $M$ of the predicted event, and the time $T$ to its occurrence from the occurrence of the swarm, are given by logarithmic regressions of the form

$$\log T = a_0 + a_1 M + E_1$$

$$M = b_0 + b_1 \log T + b_2 \log M + E_2$$

respectively, where $\bar{M}$ is the average magnitude of the three largest events in the swarm, $E_1$ and $E_2$ are normally distributed error terms. As in Section 6.2 the lead times are lognormally distributed, which according to Rikitake (1976) is typical of a range of longer-term precursory phenomena.

This simple form of the hypothesis was tested over some twelve years, and ultimately rejected when its likelihood ratio, relative to the Poisson, fell below a 5% level. According to Evison and Rhoades (1993) the reasons for its failure hinge on the narrow definitions required in (a) and (b), in particular by the inability of the model to cope satisfactorily with clusters of swarms and clusters of mainshock events. A more sophisticated version of the model, described in Evison (1982), is still being tested.

Despite the difficulties in formulating and testing a precise hypothesis, there is evidence from many regions that something akin to a precursory swarm occurs before many major events in many seismic regions. Such features may indicate a change in the underlying stress regime, and it is possible that something like a
hidden Markov model (for the stress regime) could provide a more flexible modelling framework within which such precursory features could be explored.

6.6. The Chinese experience

The one widely accepted example of a successful prediction, which established earthquake prediction as something more than a seismologist’s pipe-dream, occurred in Haicheng, in Northern China on February 4, 1975. According to Bolt (1988), on the day before the earthquake, ‘the Shihpengyu Seismographic Station suggested that the (recent) small shocks were the foreshocks of a large earthquake. As a result, on February 4, the party committee and the revolutionary committee of Liaoning province alerted the entire province. Special meetings were held at once to ensure that precautionary measures would be taken. The people were mobilised to build temporary living huts, move patients from hospitals, concentrate transportation facilities and important objects, organise medical teams, induce people to evacuate their homes, and move the old and weak to safety’. Then, at 7.36 pm, an earthquake of magnitude 7.3 struck the Haicheng-Yingkow region. Western as well as Chinese reports confirmed that the damage had been extensive, but that as a consequence of the prediction the losses of human and animal lives had been greatly reduced.

Subsequent analysis of this dramatic episode suggests that cultural and political factors played as big a role in this success as the information available to the Chinese seismologists. At that time in China, earthquake surveillance was a high priority among the lay population as well as among the specialists, leading to a high level of local involvement. Some years previously a period of relatively high activity had been noted, followed by a quiescence. Then, not long before the earthquake itself, activity began to recover, and to migrate towards the future epicentre. Finally the larger shocks occurred which were identified as foreshocks. Supplementary reports of anomalous animal behaviour, changes in groundwater level, and direction of ground tilting, etc, supported the conclusions, and reinforced the decision to call the alert. Indeed, Lomnitz (1994) suggested that the public may have been leading the seismologists, rather than vice versa. In any case it seems that the decision was taken following the “step-by-step” procedure – initial information confirmed at each step by further evidence – favoured by the Chinese, and descriptive of a mode of decision-making rather than a method for computing risks, geophysical or otherwise. Such an interpretation is supported by the fact that, although the Chinese have claimed other successful predictions (see Cao and Aki, 1983; Ma et al., 1990), none have had the same impact. There have also been some tragic failures, notably in respect of the even greater Tanshang earthquake, which occurred the following year with a reported death toll of 250,000.

An attempt to quantify retrospectively the risks which might have been calculated from the information available at the time of the Haicheng earthquake was made by Cao and Aki (1983). They first identified four types of precursory information: long term (periods of generally high activity); intermediate term (enhancement of moderate earthquake activity); short term (variation of radon content of water from a well); imminent (reports of anomalous animal behaviour). Then they calculated a rough risk enhancement factor (probability gain) for each, and multiplied the results to obtain a total risk enhancement of about 14,000. The largest contributions came from the terms corresponding to animal behaviour and radon content.

It is difficult to give much credence to this value, which vastly exceeds any of the estimates considered in the previous subsections. The estimates for the individual risk enhancement factors are very rough and the evidence supporting them is not supplied in detail. Also the multiplication of these factors implies independent precursors, and can lead to a gross inflation of the risk enhancement if in fact the effects are not independent (see Rhoades, 1989). The calculations do, however, suggest the important moral that continued monitoring of a wide range of
potential precursors may be an essential prerequisite to successful earthquake prediction.

7. Concluding remarks

To what extent does earthquake forecasting raise unique problems and to what extent does it share features in common with other forecasting contexts? I hope that, after reading thus far in the article, readers with expertise in other fields of forecasting might be better able to answer this question than I am. By way of concluding remarks, however, let me give a personal impression of the situation.

As with any forecasting task there are two aspects to consider: what forecasting information is really wanted, and what technical tools are needed to supply it from the available data. As a proper statistician should, I put the question of use first: until the real uses have been clarified, no statistical investigation is likely to be effective, and any work undertaken may be wasted.

Who, then, actually wants forecasts of earthquake risk, and why?

Here I have to admit that, if genuine users exist, they have been slow to identify themselves. Indeed, looking at earthquake prediction from this point of view, we quickly encounter two of the main problems which bedevil the subject: the high stakes for which the game is played, and the long-term character of the investments that have to be made. Earthquake countermeasures are not cheap to put into place and it may be many years before they show their value. There will always be vested interests wanting to opt out of expenses which may be in the long-term public interest, but show little in the way of direct benefits. Perhaps for this reason, I know of little stated interest in risk forecasts which provide time-dependent risk enhancement factors in the range 1–10, although this might seem a realistic goal in the present state of knowledge, and, used appropriately, might lead to significant reductions in the losses caused by earthquakes.

At the same time the huge cost and high drama of a major earthquake encourages emotional reactions to any precise prediction, scientific or otherwise, and increases the difficulty of utilizing predictive information in a rational and objective manner. Nor are the media slow to exploit the public interest in earthquake prediction, and if the episode ends up, as it often does, in making the scientists look foolish, then so much the better; they are becoming an increasingly popular target for public frustration of many kinds. Gori (1993) documents a recent example of the expenses, anxiety, and general confusion caused by a prediction that had no endorsement from any reputable seismological body. Administrators are hardly to be blamed for not knowing which way to jump in such situations. Their primary responsibility is to the constituencies they serve, and it is to their perception of the situation, rather than to the distant voice of the scientist, that they are likely to listen in moments of stress. Such incidents illustrate that earthquake prediction is caught up with social and political issues which in practice obscure and even override considerations of cost and the rational use of resources.

I doubt if earthquake forecasting is unique in facing problems of this kind, but it is surely an extreme case.

Similar reasons may lie behind the “stop–go” character of earthquake research funding, at least in the United States. Bruce Bolt remarks in a recent review (Bolt, 1991) that

‘In terms of national welfare, it might be expected that the risk involved in earthquakes would give special force to the claims for funds and resources for earth scientists, engineers, planners and others involved in enhancing seismic safety. Seismological history tells otherwise. Risk reduction is characterised by bursts of activity and political support following major earthquakes, and delay curves that have a half-life of a year or so before public interest recedes.’

My impression is that the most satisfying applications of statistical forecasting procedures in seismology are related to engineering situations where a particular need has been more tightly identified. The task of forecasting the amplitude and other characteristics of the ground
motion at a particular site is the most familiar of these, and is incorporated in many important engineering and design procedures. A recent local example relates to the analysis of lifelines in the Wellington region and the location of particular points of vulnerability in case of a major earthquake affecting the region. Such studies usually involve no more than a careful evaluation of background rates, but there is surely scope for extending them by identifying also the facilities that could best make use of advance warnings of increased levels of local risk at different time scales. Looking at the forecasting problem from such practical perspective helps to identify the predictive information that will be most genuinely useful. As well as directing scientific and statistical research into productive channels, such a programme can also help to strengthen the working links between scientists, statisticians, and administrators.

By contrast, looking for the ultimate earthquake prediction algorithm may prove to be something akin to the search for the holy grail, rich in virtue and prestige, but somewhat lacking in useful outcomes.託

Now let me turn to technical aspects of earthquake forecasting. By far the greatest technical difficulty is simply the absence of any identified source of reliable predictive information. This is primarily the scientist's problem, but the statistician may be able to help through improved methods of condensing and displaying the information in multidimensional data sets, and in developing more effective procedures for evaluating models and prediction algorithms. The exaggerated swing from excessive optimism concerning the possibility of earthquake prediction to the current state of general pessimism is certainly due in part to a failure to appreciate the statistical nature of the subject; neither extreme is really an appropriate response.託

Leaving the fundamental scientific problem aside, forecasting earthquakes differs from most routine forecasting problems in that it deals not with a discrete or continuous time series, but with sudden random events. But, although problems of this kind may be relatively uncommon in forecasting practice, they are certainly not unknown. In essence, they fall into the same category as forecasting lifetimes, for which there exist substantial literatures in the engineering (reliability), actuarial, and medical contexts. In any such situation, the central concept is likely to be the hazard function (conditional intensity function, age-specific mortality rate) conditioned by relevant supplementary information. A more significant technical difficulty, in my opinion, is posed by the spatial dimension of earthquake occurrence. Then there is no clearly defined “next event”, as this will depend on the region the user has in view (not to mention also the magnitude threshold and possible constraints on other earthquake characteristics). One is forced into forecasting a space–time intensity, which stretches both models and algorithms to the limit. Indeed, full space–time models, for earthquakes or anything else, are rare. Only in epidemiology, to my knowledge, do similar problems arise, with somewhat similar models and procedures currently being developed.

Even here, therefore, the technical difficulties in developing space–time earthquake forecasts are not unique, although near the edge of current statistical and computing capabilities.

To summarise, there is little doubt that earthquake prediction remains one of the most challenging problems in contemporary science. It is still conceivable that a breakthrough will occur—that some precursory phenomenon will be discovered which will allow alerts to be called with a high level of confidence and precision. It seems more likely, however, that the emerging picture will be one of gradually tightening precautionary measures—low-level alerts which can be locally shifted to a higher level in response to sharpened estimates of the earthquake risk.
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